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" 1., FREFACE

1.1 Objectivgs_.

The aim of this project is to devise a system‘for gaﬁeralising
rvamotely sensed data forlareas of tha earth's surface at = scale
appropfiate to & world data-collectioﬁ gyatem, Successful géneraliséfioﬁf
will allow the identification of chgnges in surface cover over
successive érbits, and may be used for small scale mapping of these
changes, | |

This aystem, if satisfaciory, could be used as a first stage
data filter; selecting'for further analyasis those images which show
‘significant changes from eariier imsgery. It ié desirable that the
systéﬁ uses ﬁata vhich has wndergone the minimum amount of pre-

. processing,’ and hence bulk (systam corrected) ERTS imagery has been
used throughout.

Sznce it is likely that any operatlunal earth observatlon satelllte
-will, like ERTS-1, return the imagery as a dxgitlzed picture, there
are many advantages in devising a system. capable of processing this
raw digital data. Among these advantages aﬁathe reduction in slow
and costly photographic proéesshg, the potential for developing
a fully automatic system;‘and the ability to make use of the full
dynenic range ¢f the sensors i thout the degradetion in radiometeic
fi&eiity introduced by photographic proceséigé. | Also fufure_Systems
will possibly have .sensors which do not yﬁeld information suitable-fbr

thLOgraph*c mes entabion.
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1.2 Genergl;sgtion of the Imagery

Each EHTS frame contzins 3 b4 107 pixels (picture elements) for
the four MSS bgnds, vhereas s regional map at & scale of, Bay, 1 106
could show 102 - 103 ihdependent data points in an equivslent area.
It is thus obvious that some generalisétion of the FERTS imagery is
fequired for regional scale investigations.
This generalisation can be iniroduced in two ways. The conventional
approach is .to claésify the imagery into surface types, and to use
these surface types as a.basis for generalisation. One disadvantage
bf this appﬁoach is.the expense in computing power required to classify
each pixei quite apart from‘fhe difficulty of recognizing 'standard
typesi for such claésificatiﬁu; An alternative system ie to
generalise  the raw data prior to clasaification and mapping:an a regiona1
- gcale, This sscond approach is adopted for this prdject, gince it éffars
the capabilityAéf efficiently monitoring the imagery on a regionsl scyle.
The types of feature which should be significant on this scale |
are, for exaﬁpie,'large grass burns in savenna regions, Or SDOW COVET
in the catchment area of a reservoir. It is hoped that the system
described here could identify this type of change aguinst a background

noise of smaller scale changes.

1.7 Generglisation Units

-~

One of the aims of the project iz to determzaﬂ the ares over
which the data can be effectlvely generallsed and yet still give a useful
'1r9presentatien of the image. It is probable that this area will be

L

a function of the terrain %ype and the features.of interest.
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Inii_:ially,l -5quare Unit Test Areas (U'I‘As) cweﬁng 2.5 £ 10°
hectares have been ﬁséd. These UTAs are defined by the geographical |
‘coordinates of their centre points, and have edges parallel to B
lines of latitude and longitude. In some cases it might be desirable
" to.use a UTA coinciding with geograrhical boundaries, and to ailow -

‘for this UTAs with polygonal outlinea may also be used.
1.4 Method of Generalisation |

The geﬁeraliaation method vwhich has been adopted characterizes
each UTA by its gray'écale freguency digtributiqn. The perameters
used for generalisation could be quantities derived from those
diétributions, such as the mean end the standard deviation, o? They
could be the histogram that fép&esents that distribution. The latter .
.~ will be used in this investigation, because ;t_he graj _acéle histograms
are the siinpiest way of handling the information contained in the
frequency distribution. For most purposes the fouwr MSS banda will
be te atad independently, but greater sensitivity could be achieved by
using a frequency distridbution in four dimensional measurement spade.

More complex methods of generalisation such as the power spectrum
of the structure in the image could give parameters related to the
photogrametric use of texture. The use of such aliernative means
of generalisation will be invéstigated at a later stége of the prbjact.
1.5 Data Base Por this Investigation |

Two test sites have heen chosen, althougﬂ";deéuate coverage is
only available for one of these, which is an area in the Central
Valley of California, and includes vart of:tha}ﬁerra Nevada and

the Coastal Renge. The second test area is in.Pastern Englend.



The 70 mm bulk negatives for each of the scenes iucluding

part of the test areas have been examiﬁed, and CCTa obtained for

4 of the scenes. The centre points,'scené identifiers and local

tapc code names for these tapes are listed in table 1.

 Local Code

TAPE B
TAPE C
TAPE D

TAPE E

TABLE 1

. NASA

Scene Identifier |

1038 - 18114
10534

1031

1056 - 18114

1308 - 18122

1.6 Scope of this Report
This is s éefailed rrogress report covering all éspeéts of the

Centre

Point
37° 27'W, 1200 22'W
53° ¥, 0%W

370 23, 120° 22'w

370 34, 120° 37'y .

Date Taken
30 Aug.T3
23 Aug.T2
17 Sept.72

27 May .73

investigation during the period Decerber 1972 (when the first CCTs

were obtained) wntil February 1974. Significanf resulis are presented

concerning the accuracy with which the UTAs can be located in CCT

coordinates, and the extent to which small scale structures in the

gray scale histograms are related to resl features on the mwface,

~ In addition, progress in the devalopment of analytical techniques is

presented.
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2. UTA Location and Compilation
- 2.1 Jntroduction _ _

| Of primary importance for automatic generalisstion of satellite
.imagary, is the ability (1) to align the digital data to geographical
coordinates, and (ii) to select those pizels which lie within a
specifisd_target area. | _

There are several ways jin which this alignment coﬁld be made,

but for an automatic system operating oﬁ a global scale, the.most
hopeful in terms of computing time is to use the information aveilsble
on the zatellite position end attitude. This is the method used by
: NASA for meﬁeoroldgical satellites and for ERTS bulk (system corrected)
imagery. froﬁ rredicted or measured orbital parameters the ERTS ‘
?rocessiné facility calculates the latitude and longitude of both
‘thé sub-satellite point and the cemtral point of the image. The
latter corresponds to the intersection of the principal.axis of the.
RIV caﬁeras with the earth's surface and depends on the attitude of
* the satellite. These two points are then uzed to éuperimpoaa a
1atitude-longitude grid on the image. The pre-launch estimates of the
accurgey of this grid were about 500 m; which impiies thét a 50km square
UTA coﬁld be located with & 1% error. This is sufficiently accurate

for the sort of changes that could be detected by this method.

2.2 Technigues for compilire the UlAs.

UTAs are defined by the geographical coordinates of their cormer
points, and are pompiled,frpm the ¢CTs in twnistages:

i) The.conversion from latitude -« longitude coordinates to scan
line, picture elément_cgokdipgteé (tape eoordinates) is performed. by

linear interpolation betwsen the taps coordinates corresponding to the



large constant component, and a smaller component which varies across

intersection of the latitude-longitude grid with the edge.of the frame

using the grid information ocontained in the annotation record at the

svart of the tape.

. .11) The digital data corresponding to a UTA is compiled by
selecting from the CCTa ﬁﬁose points which fall between lines connecting
the corner points of the UTA. The UTA data is then stored as a

separate data file consisting of segments of scan line of varying length.
2.3 Reswlis

The accuracy of the doordinate conversions performed by this method have

been tested using easily identified control points for the Califernian
images (Tepes B, D, and E). The éaographical coordinates uére taken
oft the Usts 1 ; 250, 000 mape, end converted to tape coordinates . A
section of the image surrounding.the tape coordinate waé displayed
using line printex gray-gcala plots, which gave an indication of the
positional errors., |

. Pigure 1 shows the results obtained for the dem of Honey Leke
in California., 'The positions found for the dam on tapes B3 and D3 are‘
narked by open circles; and sﬁow‘errors in the range of 5 to 10 km.

Tests for other parts of these images show that the error has a

the image and has a megnitude of about 1 km. _ .-~

2.4 Discussion

The source of the major error is almost entirely in the latitude-
longitude grid data ﬁrovidéd by WASA, arnd similar errors are fouhd

from the grid superimposed on the phdtographic products. It is



_ possible that thé minor error is due to the co&rdingte conversion
algorithm. This is particu}.z;riy' likely near the corners of the
iméges mhefe grid merke sre sparse, and linear interpolation is
leas reliable 5ecause of goometric distortiono

These errors in the positionlng of the dlgital data relatlve
to the UTAs are too large to allew reliable monitoring for changes
in the imagery.

Two solutions are possible fqr the purposes of this investigation.
Either the UTAs can be defined purely in'terms of tapé coordinates
- and subsequent images aligned by uvse of a correction which initially -
would have to‘be determined menually, or the geographicalr
coordlnates could be converted to tape coordinates with due -allowance
made for the error in the g?id. The advantage of the first is thas it
removes the need for ;npacking the annotation record, and so reduces
. the core store required for programs, which would bring useful saviﬁgs
in computer usage. The second alternative allows geogrephically
_significant (of at least interesting) aress to be used more easily,

- but at the expende of increased computer "usagze.

An interestingrexcercise in this context is the use of a
crosg-correlation technique to align one image with ancther. This is
& gstandard technique in crystallographlc and in bicleogical inmnge
processing where the im¢ge consists of well def1ned objects seen against

a wniform background, but it is npt immediately obvious that it w%ill be
successful in aliming remotely sensed imagés where there is no clear

&istinction between object and background. Demsity slicing is one

v



means of reduciﬁg imnges fo a collection of objects on a wiform
backgrownd, aﬁd this offers the most fromising line of action.l This
‘approach is currenmtly being pursued., ‘

Alternatively, the tape coordinates of features recognisable on
the photographs could be taken directly from a cobrdinate gria .
superimﬁosed on the photograph, providea'tﬁat the tape and photographic
imagery are coincident. However, it appeers that there is an
along-track displacement of tape imagery relative to the photographic
imagery by as.much as 8km, and so there iﬁ no advantage in using this
method. The relative displ#cement of the two types of imagery has

been found for all cases for which we have CCTg.

2.5 Development of the Computer System

The following operaticnal programs for handling CCis and éompiliﬁg
UTAs have heen developed. |
N 1. 'IHREAD :- Reads and unpacks an annotation record in éhe ERTS
| CCT Format. | |
2. ANNRD :- Reads and unpacks an aunotation record, incluling
the latitude-longitude grid data. ‘
“3. HEADS :- Froduces a line printer listing of the relevant
information in identification and annotation records. -
4, BULK11l - Conétructs the mask for ceompiling square UTA's with
sides parallei to latitude and longitude grid.
Se " BULK12 tw Compiles a UTA using the masks generated by either
BULK1l or BULKJ%. |
6. BULKIS I= Qonstrpcts the mask for coupiling polygonal!UfA‘s

wvith a meximum of elght sides.



In addition,Aroutines BULK13 end BULK14 have been written for use

as self contained programs for compiling histograms (smoothed and
unsmoothed), and for contﬁuring on the graph plotier rectangular

Vréieas Qf the imgges defined by tape coordinate boundaries,

Apart from these larger segments, several service subprograms

’are avallable, inclu&ing routines for unpacking and paciking the digital data
into % words as used ¢on the original CCT*s, routineas for converting the

CCT'S to ICL readable format and for producing grey scale pictures on

*. the line printer.

2.6 Digplay Techniques

In order to locate recognlsable ground foatures in terms of
tape coordinates, sowe form of display of the datz on the tapes is
'needed. Two forms of picture displsy are available vhich are to somé
extent complementary, and both will be maintained. ‘

i) Line printer gray scale picturessimulste the photdgr;phic'
imggery, and thereby provide & rapid-display of the data. However, they
suffer from the disadventages of mapping at too small a scale, and of
& limited range ‘of gray tones. For speed, no allowvance is made for the
skew on the imagery, or for the distortions imposeéd by the use of a
standard line printer, zlthough in principle this could be dome.
Therefore, the resulting map is rot geometricaliy accurate, and is not
cumﬁarabxe s in the overlay sense, with conventional maps.

ii) Contour maps of the grey scales drawn by the graph plotter have
corrections fdr the skew and sampling effects, and have an easily variable

scale. In addition there is a wider range of gfay scale information
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available, The disadvantages are the time tsken to produce a single display,
the difficulty in cuntouring Qraas of rafidly changing grey tone and the
lack of an immediate visual interpretﬁtion of the display.

Figu:e 1. provides an example of a gray scale printout and

Figure 2 shows a sanple contowr map.
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3. Gray Scale Samnling

S0l ngzgguctiona‘ _
Radiometric.érrors in the CCT imagery iupose limitations on the
" use of the gray scale histégrams. Itris nrecessary to investigate
the magnltude of these errors, so that the sigmificance of particular
dlfferences between histOgrams can be assessed. |
The sources of radiometric error to be investigated are:
i)' those related to the conversion from radiance to gray scale
levels on the CCTs

ii)  those caused by the wneven response of the sensors.

3.2 The MSS Pransfer Function
A detailed deacription of the MSS transfer function, which &etermmn@s

the eonversion from radzance to gray-ﬂcale values is given dn the sectlon ‘
"System Performance" in the ERTS Data Users Handbook, A brief _

- summary will be given hers. |

‘The radiance, R, to tape cowmnt (gray scale values on the CCT), T,

trapsfer function is alweys linear, but as will be seen, the a _priori

probability of* any pixel having a tape count T is g functioﬁ of T itself:

that is, the probability distribution (as opposed to the frequency dlst“lbution)
"is 2 non—unlform function of T. The casuse of this non-uniformity is the
discrete nature of the gray scales; and becomes more apparent when the ‘

intermediate transfer functions,fy between R and the. sensor count, S, and

-

£, between S and T, are considered.
For band 7 alone, the transfer function fl.is linear and & has‘é

range of 0 to 63, The second transfer function fE' which is related

to the processing 6f tae raw gensor data by the Special Processing

Subsystem (SPS), is also linear and T hags the sems range 8s S. Among



the operations 'performed by SPS is radiometric calibration of the
gsensor data and this could cause fé to differ from & one-to—one
mapping of S ont_c: T. If for example 1_:1}0 different sénaor counts,
54 and 82, are always mapped into = single value, Ty, then the
A priori probability of obtaiming T, will be twice the mean
probability. .
The non-uniformity introduced by this effect will be spread
over a&;'jacent gray levels only and could be removed by smoothing
with & ‘s:'unple running mean technique. In -prac'tice the calibration
function changes continuvally, end this smooth:i:dé does not appear to
be necessary. This is shown'by Fig.Z which is the umsmoothed hand
7 histogram for =a 50 km sciuare area. in the éentral valley in California.
‘*he sensors far bandsl 4, 5 and 6 are usually opei-a.ted in the
compressed data acquisition mode, in vhich the sensor transfer function
fl is non-lineer, with the sensor count scale compreésed for high
radiance values. The range of S is again 0$S -:,<63. To correc;:'t for the
noxi-linearity of fl’ the SFS transfer fumction f2 is s.iso non-linear,

and can be aprroximasted by a quadratic of the form

T = 0.025 2 + 0.45 § - (1)

. This gives a tape cownt scale which is linear with & range 05?:@12’? ,
or twice the range of S. Because of this difference in the ranges of &

anc‘.' T, the- transfer function fxl cennot be a one-to-one mappinz. Without



the smearing introducéd by the changing calibration function which -
modifies equation (1), the probability of obizirinzg at least half |

of the T values would be gzero. Becéuse of the non-linearity low

T values willlcorrespond to 2 or more S values, whereas at tbe high

e;é of theAradiaﬁce scale only one in eﬁéry two or three T values

would have é non zero probability. This is illustrated by Fligure 4
which shows the mapping of the 64 S values into T, on the assumptibn
that fé‘is representsed exactly by (1). This distribution shows that
the g yriord probability of obtaining T = O is approximately aix times -
greater; on average, than that of obtaining any particular value of

T greater than 120.

3e3. The Effect of the non-unifor» probsbility on the histogrem.

The grey scale histograms derived from the imngery ars the product
of this ncn»uniform probability distribution and the actﬁal grey scale
frequency distribution, The effect on thé histograms iz illustrated by
Figure 5. Here each line shows the histogram for 12 scan lines of the
band 5 for Tane D3, The tape counts havg been combined in pairs to
give a range of 64 vélﬁes. Cne of the most prominent features bflﬁhe
histograms are the colvmns with anomolouély low frequencies vhich persist
over several sets of 12 scan lines, and vhich are asscciated with gre& o
levels for which the g priori probability is lew or zero.

Bacause fhg exacf form of the mapping f2 fﬁom S to T changes from
scan line fc scan line, and from date to date, the lower limit of the |

detail in the histograms which can be accepted as real is approximately



the range of T which corresponds 4o a siﬁgie vaiue of S, Bacause

of the non~linearity of fz, this is a function of T, i.e. smaller
changes can be detected in the radiance of dark featwres then can be
detected in brighter features. 4

a _The irregularity of the histograms can be reduced, and at tue
same fime the redundancy in the grey scaie values due to the |
expansion of the range by f£,s can be removed by smoothing the
histograms with a suitable convolution function. The aim of this

. convolution is to derive a 64 lovel scale for which each level has
an equal_g gg;g;; probability. The probability of obtaiming a
value between T and T +AT is related to the probability of obtaining

a value between S and S + S by

| VAT
For a uniform distribution in S, this rednjfﬁ to
. L T
el T).0T= 75 T3 (5)
Differentiating (1) yields | ' |
%%- = 0-055+045

which, on substituting for 3 gives

4T
ie % 0~0§/31f4'o_"r @)

The width of the 64 intervals in T which bave equal g priori
probabilities is found from (3) and (4)
D 1
AT = 005 /81t noT 5)

L

The centre points of these intervals is given by

Ta = 0 e
-

_ L |
T“ =7 AT +‘Z¢ AT, (6)

Mt
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JPreliminary tests have been made using a trapezoidal
convolution function which hﬁa a widthat half height given by (5),
outer edges with slopes of +1 and = 1, and an equal weighting for
81l pointa near the centre of the interval (Fig.6)

This convolution function bas the advantages that it is swmoothly
'véfying over the range of T, and allows for the onq—to;twolor one~
to-three mapping at high T values by weighting equally all values
near the centre of the window. Figure T shows a histogram both
Jwsmoothed and smoothed using thia convolution function, The full 128
? valuess have ieen used in plotting the histogram, although at most
64 of then are independent, and a 64 point ﬁon—linear scale would
be more approprate.: |

3.4 Identification of Scanner Irrecularities

The multi-spectral scanner that produces the radiometric data has
6 indepenaént sensors in each band, snd thus any unevenness in the
regponse of those sensors will produce a bapding effect on the image
which would rerezat every 6 lines. In an effort to identify the
ﬁagnitude of thiﬁ effect, date from the CCTs were subjected to the
technigue of powsr spectﬁum analysino

Thig technique_of analysié takes & given sequénce of data and
reduces it to a series of wave forms. Each wave, which is of the form
of a sine wave, is characteriéed by two parameters, a wavelength (the
disfénce between two successive peaks), and au amplitude (thg height
of the wave form). The power associsted with each wavelengtﬁ is a

neasure of the contribution of that wavelength to the total‘signal,.



. Thus any wavelength corresponding to a pronowiced bending effect will

plot a8 & peak on the graph of power against wavelength, which will
thus identify strong periodicities present in the data.

o The analysis wa.s implemented by use of the program published

by Davis (1973). The data input wes a siring of gray-scale valueé
ét right angles to the scan lines, parallei to the flight path of the
'satellite,;with a sampling interval of one scan lins, Thus auny
pefiodicities with a wavelength of 6 times the sampling interwal
could be associated with unevenness in the sensors.

The resulting power spectra for all four spectral bands were
calculated for several images over lengths of 300 scan lines, The
results for an area of the North Sea (Tape C4) and for an area of the
Sierre Nevada of Czglifornia (Tape D3) are shown as Figures 8 gnd'Q.
Results, not showm hare, were obtained for adjacent scen positions,
which demensirated that the apecira were identical or very similar
if a smali horizontal shift was applied, The resultant plots héve
been smoothed by application of the Hanning triangular window (Davis '
1973), and power is plotted on a logarithric ecales

The results for the Wash image (Figure 8), shows that thmvé is a
distinct pe@k near the wavelength of 6 scan ;inss, identifying the
wevenress of the sensors. On this image all the values are very low,
reflecting the fact that the image consisis of oren sea which is
uniforanly dark. BPecause of thé low input values the resultant

spectra arve very noisy. However, the peal at wavelength € is markedly larger
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than the other peaks, which are associated with noise. The heisht
of thié peak deéreases a3 the mean radiance increases, implying that
the megnitude of the wnevenness is similar om 21l bands, butlthaf its
relative importance varies inversely with radjance, jThe graph
_suggests that the varisbility attributeble to this effect is of the
order of + to 1 gray scale value. ‘

The results for the Sierra Nevada (Figure 9) show the power spectra
in the presence of a much stronger Signal.- The parallelism of the specira
for the four bands shows that, for this image, most of the power is
related to surfoee features., Once again a poak is visible at a
wavelength of 6, andlsuggests an irregularity of about 1 gray scale

value, that can be attributed to the scammer.

3.5 Discussion

It has been shown that both the monewniformity of the radiance
to gray scale {ransfer function, and the use of 6 independent sensors
for each spectral band, cause detectable effects in the imagery.

The irregularitj of the histograms is accommted for by the none
- uniform distribution of g priori probabilities of gray scale values,
This is most significanﬁ ét high radiance valuss, where it is eéuivalent
to an uncertainty of about 3 in the gray scale.

The banding introduced by the wnequal responses of the 6 Sensors
causes-an uncertéinty of about 1 in the gray scale, is is wmost
significant at low radiance values where the errofé introduced by

the transfer function are small.

W K A e
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These "i:wo effects impose a lover limit of 2 gray scale values in
the width of the classes which can re;.iably be used in preparing and
comparing gray scele distribution histegrams. An algorithm has
been suggested which divides the full range of T into 64 classes with
equgl'_g priori probability, but the inmportance of sensor 'unevenn'ess at

low radiance levels impiies that 32 classes would be more suitable.
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4, The Anglysis of Gray~Scale Histograms

4.1. Introduction

Initial examination of histograms for geversl areas showed

that there was a possibility of equating components of the histogram
' with surface %ypesel Thus the possibility of splitting histograms,
' and theraby derivxng estimstes of the perceniaga of any image covered
by each surface type was 1nvestigated,

The investigation concentrated initially on an sres which shoﬁed '
a simple bimodal histogrem, which could be readily interp:eted.
' This srea wes part of image C4, which covered part of eastern Englend
and the adjacent sea area, The land in this srea consists mainly of
 smsll fields of the same order of magnitude, or smaller, then the
70 m resolution of the sc&nner; and thus the overall impression givenk
by the land is of a uniférm gray apeckle, It was thus not expected that
this technique ﬁould be able ﬁa‘distinguiéh between diffefent areés on
the land. In contrast, the seaz on the image shows up as a dark ares,
vislble on all fowr bands, althouoh the greatebt contrast is offered
by band 7, in vhlch the mray scale values for the sea are nearly all
either 0, 1; or 2. However, on bands 4 and 5 the considerable ereszs of
mud-flat, twrbid water and sand bank are readily visible. It was
_hoped that forlthese‘bands it might be p§SSible to split the histogram
into three camponents,'thereby identifying proportions nét only of
land and sea but also of tﬁrbid Watgr. However, the histograms
 were in fact monomodal showing that the two distributions fhat couwld
he identifiéd on bands 6 and T were oveflappingy and that it was not

yossible %o accurately ' identify even itwo components of the histosram,



" 442 - Technique pdopted

‘L large number of techniques havé been developed for splitting an

observed frequsncy distribution into the sum of two or more component
’digtributions. Clark (pers.comm.) has reviewed these methods, and
recognised three main groups; graphical,lanalytiéal, and numerical.

Graphical technidues r#ly on the subjective interpretation h
of discoﬁtinuities in the cumulative frequency curve, and are thﬁs
subject to & high degree of oferator error, Analytical technigues
afe exceptionally &ifficult to caleulate, and do not on every
occasion yield a solution. Numerical téchniquas are much more
varied, but nearly all use iterative methods to iwprove upon initial
estimates of parameteré_describing the component populaticns, They
sre thus suitsble for inclusion in an autometed data handling system.

of tﬁe several.alternativ&savailable, it was decided to adopt
that of Jones and James (1972), which uses a maximum—likelihooﬁ
method of esatimation. The main reason for this decision were as
follows: |

a) Although initial estimates of the parameters to be eastimated
are required, thé method will converge to a stable solution even
if these are considerably in error, and it would thus always be
posgible to provide a‘c0mplete nmll sat of initial egtimates.
b) The published work included e F(RIRAN program, and so

‘made 1t possible to ezamine the capsbilities of this approach without

the investment of a large programming effort at thi3 exp1cratory stage.,
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c) I£ is possible to extend the éxisting program to include types
of component distridution other than the Normal. The published work
includes both the circular Normal distribution, and the mechanien
' for adding other distributions. One mejor disedvantage is

thiat at present the existing program will handle only two -components.

4.3. Brief Outline of the Maximum Likelihood Method

The maxaimum likelihood method relies on the fact that for any
observation set, X, and a statistical model with parameter set O,
it iz possible to‘calculate the g vposteriori probability of X occurring
as the outcoms of the stochastic process defined by the model.
Thus for any model it is possible £o:find, in principle, a parameter
36t @ that will maximise the g posteriori pro‘babiiity, or likelihood,
L, of the observetion set X. | |

In the case of a set of rarameters refering to a mixtwrs of
- distributions, the model becomes:

et the jté underlying probability distribution be £5 (x1), |

vhere j = 1,.....;, m, and the subscript i, i = 1,....., n refera %o
the observations.. Thus for each component distribution, the

- probability of the observation set is:

Py = 07 ey

If the proporiicn of each component dist-ibution is Qj, then the -

total a posteriori prcbability of the observatiom set is given by
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Usually, however, it is easier to transform these probabilities into
their logarithms, and replace the multiplication by an addition, so that

the trensformed exvression to be maximized becomes

AC) = Z Gy Z g i)

The‘parametér set © .fbr the model congists of (m-1) values of Qj’

and the parameters for each of the sub populations fj. Hote thyt

because tﬁe Qj's must sum to wnity, (2 - 1) values fully determine set.
In the case %o be considered here, the underlying distributions

are all considersd to be Normal, and thus have the forn

- fe = e {“Lxrﬁ)t/lf}

VI ¥

vhere M and ¢ are the mean and standard deviation. Vhere tlere
are two such distributions, only a single proportionslity parameter
is required, which we will call ¢X.

Thus the total statistical model to be considered is

_ be =) ] Nl g SRV
Fey- offmn ot 2 et J | +(-edldors =10l |

And the parameter set thus consists of the five paramsters

0 - {¢ pus, Pay &)

Because’the derivatives are noan-~-lineax, it is not possibls to reach,
the moximum likelihood solution by direct evaluation, but it is necessary
to use a numerical technique. The Jones & Jamés Progran use= the |
steepest aécent method to provide a rapid convergsnce towmrds the maximumsl

and thereafter changes to the Hewbon Raphson metned which is superior

near that maximum,but alsce more sensitive toc poor initisl estimates,



4.4 Application to the Problem

In order to be abls to use the maximm likelihood method
it is necessary to have an observation set, rather than a grouped
histogram. Eowever, the histograms of any one area are the result
of the examination of & large number of pixels, and it vas thus
’cénsi&ered.convenient to convert the histogram to a reduced ohservation
sef, pureiy as a form of data reduction. Because of the integer
nature of the gray-scale values, it vas possible to reconstruct an
observation set with approximately the same proportion of values at -
gach gray séale level as in the original data set. The program was
set up to acceﬁt a data set of up to 200 points, which was constructed
from histograms {ypically derived froﬁ 80,000 points, Repeated analysis
_ using a2 larger data set of 400 points yielded almost identical zomponent
distributions, confirming that this dsta reduvction dpes not distort
the results. |

The efficiency of the program was improved‘by the use of integer,
rather than real, arrays for storing the data set, Although this
required the use of the FLOAT operation for calculations of the
probability function, it permits a more éfficient storing of the data,
A histogram drawing routine was provided, which used the line printer
to give a plot of the input histogram, the histogram derived from the

initial estimates, and the histogram Titted by the program,
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4.5 ‘Results

Results were obtained from the program for histograms derived
from all 4 spectral bands. The data from band 7 yiélded the cléarest
results, since the bﬁmodality of that histogram was extreme, with
virtually no overlap between tho two components. Initial estimates
of the paramefers were cﬁosan visually, and a totdl of 30 iteratiouns
‘ware required to prodﬁce gtable estimateég A sample output is
included as figure 10, and a sﬁmmary of the results for band 6 and

7 ig given beliow:

Resuls of Meximum Likelihood Estimation of Parameters

. of Hized Normal Distributions

Band -7 Band 6

Parameter ‘ Initial Final Initial | Final
Proportion of'popE 1 o 0717 ' 0.7 0.769
mean ot v 1 | 1.0 1,255 1 3.0 2,856
sede - of " 1 1.0 0.712 .4 1.478 .
mean ot v 3 23.0 22.829 20.0 | 20.562
5.d. of v 2 5.0 | 5.576 3.0 | 3.36

H

As can be seen from tﬁa table, for band 7 population 1, which was
jdentified ss the sea‘component, ooveré 71,7% of the area. The corresponding
_estimate'for bard & however, was ﬁigher, a; 76.9%. |

The results for bands 4 and 5 were considerably less encouraging.
The 1likelihocd response surfaca'proved to be very flat, and thus no
gtable sclution.seemed possible. In particulai, the estimates of the

gtandard de#iations seemed most wnstable.
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_ Furthermdre the most stable ﬁarameter, the proportion of the
data in population 1 converged towards a value greater than one. In
- & different contexzt such a resuvlt, and the correspondiﬁg negative
‘proportion for pépulation 2 can be interpreted as representing
a-single perent population from which a distinctive sub-population
has been removed. Howéver, in this case the concept of a negative
(subtractive) population has no interpretsble meaning, and the

results are thus of little wvalue,
4.6 Discussion

This pilot study has shown that the sutomsted splitting of
gray-scale histograms is possible, and can yield uéeful results.

It has also shown that the resulis yield discrepangies between bands vhich
were sufficient to cast doubt upon the applicability of the method ‘

in general. In the light of these consiﬁerations, and the considerable
computational time reguired to perform the anslysiz, it was felt that-
’this aprroach, while possibly useful in spucific instances, was not
suitable for routine spplication to ERTS dats.

The alternative histogram splitting technigques that are available
might mroduce results more rapidly, and bg more readiiy applied. In‘
particwlar metheds that can handle more than two compongnts need to be
exanined. quever, at this exploratory stage it is necessary to make
conaiderable checks on the input bistograms, to correlate these with
ground truth.

£t the time of this part of the study, the provlem of correiaﬁing"
tape coorqinatés with geographical areas, hed not ceen solved. fhus

the identification of the spectral responses of land types necessary
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for the interpretation of the. histograms could not be pursued. This
technique was not therefore tested further uwntil more backgrﬁtmd .
" informetion became available.

I{ is however pertinent to consider the question whether other
"g-zlalyses migizt not yield similar results zs cheaply. In particular
if it wefe posssiblé to map grownd types, it would be a simple matter
to estimate their ares., The posai’bilitjr of uvsing either cluster analysis
. to grouwp jpoints (or colléc_tions of po:l.nﬁs) into hopefully recognizable
groups, c:r‘ scme form of discfiminant funciion to map points onto
a Iriori groups might be equally uséfuJ., Some of these technigues

are discusced below.

LY



5. The Use of Clustering Technigues

A

5.1 Introduction

In an attempt to produce a generalised map of the ERTS digital
data the possibility of using cluster analysis was investigated.
 This form of analysis would group like areas, and hopefully each
cluster would be identified with a land type. Clustering using
the spectral signature of individual points has been used by
many workers {(eg. LARS, 1968).

Because of the very large amownts of informaticn available
from one ERTS CCT,!it is useful to set up some intermediary wmits
that represent an aggregated data peints, which become the Cperatiocnal
. Paxonomic Units (0TUs) which are the input to the clustering procedure.
Once they have been designated, it becomes possible to collect data for these
units from the digital tapes. T@ese mits are then input into e
clustering algoritim which produces as an output a map of land t&pes
" for a large ares., There are thus three baéic gteps in the énalysis.
a) Setking up the 0TUs. L ,

b} Selecting the variables to be used, |

¢c) FProducing the clusters.

5.2 Sefiing up the CTUa
The size of the OUs considered has the effect of setting a scale
for the resultant map, whereas their number determines the computafisnal

effort required.
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Setting aside, for a while, tha computational rroblems, several effects
can be noted which are related to the aize of the (TUs:
3) A lower bownd for the size of the OTU is met when each OTU,
ig a single pizel. At this scals, it is probable that the 'noise!
‘present in the picfure would be suffleient {0 mesk any regional patterns
that might be detected. | |
‘ 2) As the size of the OTU incféases, a0 does the amount of information

availahle-about its characteristics. The complets information is given
byrﬁheAfulllsat of gray scale wvalues, spetiglly ordered, and this inform-=tion
amownt obviously hecomes very large as the 0TV increases iﬁ gize, This
full data set contains much information that is not releéant at a
regional sgale¢ and it is thus necessary to derive a variable set which
effectively characterises that informstion. Obviously the large: the
0TU the easier it_is to derive an efficient variablé set, For example
attempts to measure texture require that each OTU contains a fairly
large number c¢f pixzels. |

%) 4s the size of the OlUs increase, so the resolution of the
final map dlmlnishes, Thus boundaries between land {yves can be
nmore zccurately, but more expensively mapped if the (TUs afe smsll, butb
on the other hand larger 0TUs permit a classification on a much.larger'
areai scale. |

4) As the size of the OTﬁs decrease, 8o their number increases and -

8o the final classification may alter. In psrticular, small (TUs may,
by chanee, contain aﬁomélous pizels, which would resﬁlt in some (TUs
.remaining :mtsme naar} y 2ll the clusters wntil very late in the clustering

B )

procedurs, Large GTUs wmuld tend te redumce the numbar of these 'Maverick®



“ points,‘since‘they would be included in, end hopéfully "swamped out'
by larger numbers of normal pixels.: -

With these considerations in mind, the problem of classifying a
signifit:ant. rortion of an ERTS imsge was consideréd. Initia.lly the
target area to be clustered was set at-l of an image, that is the data
'contained-on‘% of cne'CCT This represents 810 x 500 plxels, vhich is
about S0k x 50km. TFor the purposes of initial investigaticn OTUs
were arbitrerily set a gize 20 z 25 pixels. This sige of OTU has
’c'irle advantages theti- . |

&) Each'DTU.contains 530 pixels, which is sufficient to permit

the evaiuatidn of 211 paranptcrs thet might be considersd, In
parﬁLcular it is sufflcieni to give relstively &nooth,gray—scale
,histograms {see section 3, above) '

b) The target image thus cons1¢ted of a matrix of 40 x 20 O1Us
‘which was felt to be sufficient to produce a fairly detailed mep.
However , the 800 Oévs-thﬁs produced are more than it is feasible to
use in a dluétering algorithm which requires the entiré interdistance
mﬁtrix; since‘tﬁis wovld require the storing and repeafed regccessing
of 640;660 disﬁ%nces. Alternatively byytha uss of algorithms that
require 0ﬁ1§ portions of the interdistance matrix, it will bs pessible
to cluster these 800 points. However, the consideration of a gmsller .
';poftion qf the image as & training set is also feasible, |
¢} A subsidiary advantzge of these rectangular OTUs is $hat
-‘they can be plotted on 2 cpmpnﬁer line printer Wiﬁhnutgﬁémetric

© distortion if s0 reguired. It must be rvemembered that this size



of OTU is, however, essentially arbitrary, and was ad0pted pureiy to
make-OTUs a§ailable;fur an initial investigation. A full examination
of the effects of adopting other aizeé'of OTU mugst be wdertaken,
However, it is obvious that the choice of OTU gize can be made only
in re;ation to an g priori objective, This dh01cq, however, requires

background knowledge of the.effect of changing 0TU aige.
5.3 ZIhe Varisble Set.

With an 0TV containing 500 pixels, each of which contains
a gray-scale value in 4 spsctral bands, some sort of summarising
procedure is necessary.. Several poscibilities seenm availsble. |

i)  Summary statistics traditionally used to describe
frequency distributions could be used,

The measures that seem moat sultable would be the mean, the
standard dev1atlan, and perhaps the skewness and the kurtosns,
Taking the mean and gtandard devidtion would reduce the 500 pixels
to an 8 varigble set, and thus achieve a great compre891on and
aceononmy . ”ovever bacause of this very great compression it was
decided not to use this variable set in the first instance, but
to use a more comprehensive. variable set, and then to determine if
such a.redﬁced'set would yield the same results., If it turned

out that this reduced set would yield satisfactory results, its
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efficiency would certainly lead to its adoption. Thé use of this
| reduced seb will be crained in detail st a later stage.

ii) the variable set adopted for initial comsideration consisted
of the infb:mation cdntained in the gray-scale histograms.

.Tﬁe gray'scales for thé 4 bvands were all split into a series of
classes, and the number of observations-wiihiﬁ each of these classes
computed, The number of pixels within each of these gray scale classes
was thus taken zs the varieble set for input to the clustering algorithm.'
A first study split the gray scalés to a 32 varisble set, with & equal
classes for each spactral band.

For further investigations, the gray scale will be split into
16 classes per bhand, thereby producing & 64 varisble set. It
.ia hoped ﬁhét this very large number of variables will contain
nearly all the.infoymafion available at this scale, end will contain
poﬁsiderablﬁ redwndancy. It ig then planned to examine the
redundancy present, in an attempt to produce a reduced varizble set.
This may be achieved by use of a stepvwise discriminant anaiysis,
which will arrange the variables in their order of importance in
determining the groupings. Other wvoriable sets will also be compared
with resulis from this full set. In this way it is_haped‘to'be able

to use this extremely full veriable set to act as a yardstick against
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which to measwre the rerformence of smaller variable sets.
+3ii) Alternative variable sets can be devised which rely on
more soPhisticated transforms of the data.

For instance, the ratios of signals in various bands have
been foumd useful by some workers fur'specific instances, and
thig kind of variable might prove valuable in clustering for
thoée speciai purposes. A second instance that is being considered
ig the use of a Fourier tramsform to measurs texture, and then
to inyut the coefficients of the 2 dimensional Fourier transform
in en attempt to produce clusters based oﬁ textwral proPartiés.‘
Other data transforms such as the Hazdemard and Yalsh transfomm
(Hmmth, 1969) might also be used.

4 last posaibility that might be exazined is the use of a
" techriique such as principal components to produce a reduced variéble
set, This wéuld require the examination of the entire image to
produce the componénts and then Yo cluster on a reduced set of

conponent scores
5.4 The Clustering Proeram

The data for the 0TUs are then input into a clustering

algoritim which produces groups of points in the veriable space,
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which hopefully can be identified with land types. All evailable
clustering algoritime use some measure of similarity (or dissimilarity)
‘between the OTUa in the variable space, and most require that the
entire interdistance matrix be‘storea. The clustering algorithm
then selects the two most similar points in the variable space
(vhich is usually assumed to be Euclidesn). These two points

are then repiaced by a single point, usually at the weighted

nean of the two, aﬁd the distance to all remaining points
recalculated. The processes is then repeated on:the reduced
matrix of_inte:distances,.unfil only & single group remains, This
algﬁrithm-is due, in emsence, to Ward (1964), and nany programé

have been published which offer varieties of this basic algorithm.

For the purposes of initial experimentation the program published
by Veldman (1357) was used, since this was readily available,
" and had already been used in a similar situstion by Owen Jones and
Custance (19#4). Howe#gr it is suspected that more efficient
algorithma are avaeilable, perticularly those that.require thét
only one half of the symmetric similarity matrix be stored within
the machine. The possibilities of using other programs will thus

have to be explored if this technique is finally adopted for use.



5.5 EFrelinminary Resulgg . ‘
A‘preliminary study used a dlock of 5 x 5 0TUs, located on
the eastern edge of image D3 in the Sierrs Nevads of California.
The block of observations zan from positiona 1 to 100
along the scan line, and used scen lines 126 to 250, The data
weré expressed in a 32 variablé space, so that each of the
equal classes represented‘16 gray scale values in bands 4 to 6,
and 8 gray scale values ;n band To
These 25 points ﬁere clustered using the Veldman progrsm,
and a dendogram drawn from the results (fié.ll). The maps
derived from the last 4 sféps are shown as fig.l2, and the
logs of iﬁformaéion due to clusiering shown as a function of the
number of clusters in £ig.13.
There‘seema toﬂbe gome Justification for thinking there is
a distinct jump in the error loss function after the 2isﬁAiteration,
© ie. with 4 rémaining groups. At thié level the map of the |
resultant groups is beginning to show coherent spatial units, which
retain their general pattern through the subssquent clusterings.
Figure 12 shows that the clusters form spatially compact
units; and rroduce a thoroughly credible pattern. The roughly ?
dilagonzl arrapgement ies parallel to the prominent ridge and valley
structure of the Sierrs NHevada. |
Although these initial resulis seeam reasonsbls, thié téat is
very preliminsry, and must be supplementéd by much.mcré detailed
exzmination of the clusters pro@uceﬁ from a larger data set,-and

" then checked against ground truth.



. I% ié.haaever very. encowraging thaf.the clusters are spatially
cohzrent, even thdugh their spatial properties are not inclﬁded
in the variable set. This is in contrast with the results of
’O%en;Jones'ﬁnﬁ Custance (1974) who fo?nd thet without applying the

contiguity cousfraint. the resuliant elusters were not coherent.

506 ml
Results so far show that clustering of aggregated units usxng the
gray geale hlStOgTum is a fessidhle procedure, and that ccherent
groupa can be produced w1thout the 1mp081t10n of the contlgulty |
o constraznta‘ However the quality. ef the resulis must ba tested aga&nst
& lurger data set.

- The computational éspgcts of the application, however, iqdiCaie
‘that the p#cgraﬁ w111 on1y be useful for clustering swall numbers of '
01Us. “By storing the entire'interdisfance mafrix, the program
roquires sufiicient core to hold an N° matrix to cluster N points,
which must then be scanned ¥ tinmes. However, it is passible‘to uge
clustering-techniques that wse considersbly smaller amounts of
core storage. For example the single-link method has £éen progrmmﬁed‘
by Sibson_(lQ?E} in such é way as to reguire of the order éf_4.H words
of store, and a'centiguitv conétr%ined slgorithm has been presenteﬁ
"bv Opﬂnahaw (i974) whlch ragulres ginilarly s xﬂll amounﬁs of stor@.
Both these algorithms are currentl; belng Jnves+1gatad with a view to

their implepentation.

o
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6. Edge Detection

6.1 Intreduction

of the‘seferal'techniqueé availéble for the computer processing
of pictures, one of the most fundamentsl approaches is to split the
;icture into nbﬁwoverlapping zones by ithe devection of edges between
apﬁroximatély unitorm areaé (Hogenfeld, 1969), Thers have thus been a
considerable number of techniques develdped for detecting edges in
pictures.

It was decided to apply some of these techniqﬁésr to the

ER?S Iragery, in an attempt to identify'thé kindé of feature that
could be distinguished by their sharp edges. In parficulaf it vwas
felt that this technique would be useful for identifying afeas
on the taﬁe where readily identifiéble féatures, such a8 lskes,
_are 1acking. The techﬁique would thus be potenfially very useful
in the irrigated zone of the Central Valley of Califcernia, where

large spatial units occur in a regular rectangular pattern.
‘ P

6.2 Techniques

Gommonly,.edge detection proéadures congist of two steps, the
firet en initial detection of rotential edges,‘and the second s procesa
designed $¢ 'clean up' the resultant imagef Such g scheme_qill be |
asdopted here, though at'preaeﬁt only the first step has been‘implemanted,
The stendard technique in fieding edges is‘tc locate the places where
tﬁeré is an abrapt change in the pictwe function (i.e, in the gray
scele values). This iz performed by exsmining the lecal slope of the
ricture funcfion, and where this alope excseds a‘giveﬁ threshold value,

an ‘edge' is detected. Various more sophisticatsd filters have boen



proposed (eg; by‘Rosenfeld 1970), ﬁhich'examiné the.differences

between average values either sida‘of the potential edge, Qr which apply
natched filters to eazch point in turn. EHowever, for the purposes of
+this investigation it was felt initially that‘a fairly crude definition
of an edge would suffice, and that eny cleaning up of the picture

thet this would require could be carried out subsequently.

| The operational procedure adopted was to examine each point in twrn,
and where the gradient at this point exceedod a threshold value, to
demark that point as belonging to an edge. Thus an initial progrem was
written which éalcqlated th; maximum sleope at each point, using fhe

function: , - \ Re =V, 9,1
'D‘J = VT/\Q’. { \Q;*R, 4L _ q ;k)lj L= “\halg

Vhere Q;; is the gray scale value at point ij. This value
Dy is thus the maximun difference between each point and its

eight adjacent neighbowrs.

6.7 Resvlts:-

A program was written to caleulate thesge falues of ﬂij?
end yroduce & binary imege of edge points, This has been spplied
to a portion of. the central valley of California {Tape D3). Fig 14
shows a gray scale print out of e portion of the analysed aves, and

Fig.15 the‘edges;kﬁected in that area.

A5 can be sesn,; this operation results in edges which closely
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correspond with the field mitern as revealed in the gray scale printout .

but has the wmfortunste properiy that all ecdpea are double, because the

programme has identified esch edge twice, This effect can be explained



by reférénce %ﬁ the one dimensional case. If ve soan glong e line,
and find a iarge difference between points 1 and 1 + 1,'poinf 1 will be
labelled aﬁ_'edge. However this sgme differénee will alsc be located
vhen ‘examining point i + 1, so that béth points 1 and 1 + 1 aré |
labelled as belonging to an edgef

‘To circumvent this problem, differences were calculated only for
one quéd?ant of difections; 80 that only three adjﬁcent points were
examined. Thus the edge identifying function hecomes

-Di‘:' = Mas {(_IQ;..,:,“'.QEJ\)) (‘qi,j-n" ai; O)(_\qi"r ICT q;\]\) .

Two‘threshoidm were‘used for the pletting of Dij- vhere Dyjs was greater
then 6, a dot was_plotted; and vhors greater than 12 an asterisk was'
pldtted, A result of ihis programn, for the seme ares as for the other
two picﬁﬁrea is glven in fig,16. ‘Hote that a mucﬁ clesner image |

results, and fhat very few edges are actualiy lost.

6.4 Discussion

Obviousiy-ﬁhis work is still at a very preliminary stage, and much more.
needs to be done, However, the resﬁlts of these first attempte are
sufficiently rromising té indicate that this line of apﬁfcach is valuable,
The fclloﬁing‘tasks are seén aa important.

a) the investigntion of the use of different threskolds.

: b} the drawing of these maps using all four spectral bandsg, bothi

aalfour separate maps; and as one single) mﬁltiSpectral maﬁ.“

¢) the development of & routine which will ‘clean up' the reauitant
binary<imagee This oould Pe dons by remgéiﬁg 21l points not
sﬁrrounded by at lesst n adjacent 'black' elements, vhere n is
soms %hreshmid valte. Work by Yanada snd Far&ngo (1965)15ug§Ests

~that a value of n = 4 ywould be sufficient, but exominstion of the
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concspt of a continuous linear edge suggests n = 7 would

be more appropriate. Obviously, however, the value of the

threshold used here wouid not be independent of that used

~tp detect edges in the initiasl pleture processing.

The extension of the technique to aveas esway from the

regular field systems of Central California. It is hoped

thet it might be possible to use this technique to locate

ridge and valley lines in arege of the Sierra Wevada.
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7. Conclusions

Significent jwogress has been made in the handling of ERTS CCT
data to the extent that it is now possible to¢ compile subsets
of that data suitable for generslisation, and to perform some preliminary

énﬁlyses} Results have been obtained from the following wocedures,

1) The cdmpilation of data sets for both polygoral and
ractangular U.T.A.'s has shown fhat the FASA supplied latdtude~
longitude grid is insufficiently accurate to permit direct compilation
of U.P.A.'s defined by geographical coordinates. An intermediate
step to correct for this inaccuracy is necessary. This step is
verformed by locating on the CCT's points whose geographical A
coordinates are kmown snd determining the-corréction manudlly.

2) CGeneralization of U.T.A. data to gray scale frequency
distributions has been examined. Studiesrqf the transfer functions
and sensor.ineqﬁalities have shown that differences of 1 or 2 gray
‘acale values aré not significant for owr purposes, and that the
gray scales can therefore only be divided into a maximum of 32 classes.

-3) Analysis of individual histograms have successfully identifiéd
the preporticns of land and sea in a given imege. This was successiul
for KSS bands 6 and 7, but results for bands 4 and 5 were inconclusive
and reflect the infiuence‘ of turbid water in the image. |

4) Preliminary tests have shown that satisfactory clessification

of aregs into subsetis rapresenﬁing surface types can be made using an



a0

: unsuperviéed clustering zlgorithn in which the gray scale hisfbgrams
malre up the variable set. Detailed tests of the relevance of the
classification have yet to be made. |

5) in edge detection routine has been developed which has been
used o locate field boundaries and léke edges in the California
'feét site.

l: The work to date has solved the initial problems relating to
seiecting areas end generalising data for the UTA's. We are now
able to evaiuata the effectiveness of various types of generalisation,
wifh the knowledge that differemnces between the generalised data
_repfesent real effects rather than errors introduced by wacertainties
in the position of in the gray scale distribution.

In the next reporting pericd it is proposed to concentrate
on the clustering approach, using various sige 0TU's and different
levels of generaiisation, Preliminary’tésta of other methods of
_generalisation (for exaﬁple, textural messvrments) will be made

in this period.
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FIGURE CAPTIONS

Figure 1. Position errors for the dam well of Honey Lake.
The open circles show the pogition of the dam (marked by the hexegon )
a3 Ffound from‘the latitude -~ longitude grid included with the CCT

annofation data.
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Piguwre 2. This contouwr map of gray scale values for the sea
ares near the Vash, U.K, gives a good indication of the distribution

of sediment laden water.
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Figure 3. Unsmoothed gray scale histogrem for MSS band T taken
 from a UT4 in the Central Valley, Californis. Note how much snoother
this distribution is than the corvesponding distribution for band

& shown in PFig.7.
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Figure 4. The mapping of the 64 sensor covnt values onto the
128 tape count values using the fumction described in section 3.
~The verticel axis gives the number of sensor counts mapped into

each tape count.
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Figure 5. Gray scale histograms for successive groupa of twelve

scan lines for an area in the Sierra Nevada nomtains.
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- Pigure 6. The convolution functicn used to remove the effects of
uneven tape count probability distribution. The width of the

4unction at half height is given by the equation for 4 T in scotion 3.
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Figure 7. Smoothed and wnsmoothed gray scale histograms for a

UT4 in the Centrsl Valley.
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Megwwe 8., The power spectra for a strip one pixel wide and
paraliel to the edge of the frame for the zea srea included in the
UK. CCT image. The specira sre plotted ag a function of
wavelength in scan lines, and the power is plotted as dB relative

to the noise power in band 4.
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Figure 9. The power spectra for a strip through the Sierrn

Nevada range, Axes are as for Pigure 8.
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Figure 10. Samﬁle output from the histogram splitting program.
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Figure 11. ' Dendrogram showing results of clustering the experimental
get of OTU's., The error level is the square of the distance between

the last two clusters amalgamated.
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Figure 12. Hops of the groups produced in the last fow

steps of the clustering procedure. .
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Figure 13%. Graph showing the squsre of the distance betwean

. clusters as a functiom of the number of c¢lusters.
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Figure 14. A computer print out of ap area in the Central Valley.
The field pattern is clesrly visible in this band 7 iwage and

en irrizstion cansl crosses the south-west corner of the area.
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Figure 15. Sharp boundaries detected in the area shown in Fig.l4
wsing the eight nearest neighbours method. 4 doubls threshold is

used so that stars represent a largsr differencs in gray scale value.
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Figure l6. Sharp boundaries detecsted using the three nearest
neighbours in the north west quadrant. lNote that the boundaries
are more sharply defined than thoge in Figure 15, and that uo

significant features shown in Figure 15 are not also shown here.



WYY WY .

VUV |

FE T

o
285

_bourdaries usina 3 necdr:
| | sz r"G'C/f‘OJq 7




APPENDIE T

The Generslisstion of FRTS Mata for €1obal Scale Investigations

T. E. Hill, A. C. Armstrong & K. M, Clayton

(Presented at the Symposium on Eurcpesn Earth Resources
Satellite Experiments, February 1974)

1 INTRODUCTICN

This paper describes & computer based system we, at the University
of Bast Anglia, are developing for the Analysis of imagery frum the ERTS
project. The starting point for our work is a belief that, although
convantional ai: photo interpretation tedhniques‘can ba, and have been,
used 0 interpret remotely seﬁsed data from orhital pletforms, the
differences between the date obtained from aireraft and from satellites
warrant the davalopment; or at least ths testing, of new méthoda of
analysis. Thesa ﬁew methods should be designed to work in parallel with,
rather than in place of, conventional analysis, with the aim of
exploiting the additional information contained in the satellite imagery.

The advantgges of satellite platforms over aircraft platforms are
their ability-to mrovide (i) repetitive coverage at rogularly spaced
pointg in tims and {ii) global or regional coverage with a wniform data
base, wﬁereas a2 major disadvantzge of satellite platfarms is the limited
apatial resolution obiainsble frowm such aliitudes. R@petitivé coverage .
provides the opportunity for monitoring changes in swrface reflectance,
due to either fransient phenomena such as fiooding and burns, periodib
effects dus to zeasonsl phangas.in, for example, vegetation, or long
term changes, such as urban development, Torest élearance,.etc, Tha
‘pﬂﬂ? resolujion and tha global coverage together imply that'sétellita
imagery would be more usefully used looking for ohanges on a laTgs spatial
sczle than changes involving areas near the limits of resolution of ths

SENECT o



The work described here has accordingly been aimed at deveioPing'
e system for monitoring satellite imagery Tor changes that are
significant on a rogionsl scele. Frobably ons of the most important
uges of such a aystem would be as a first gtaga ddata filter for
an operational earth observation satellite, There it would be used
fo'salect, fqr further processing, only those images which ave

significantly different frém earlier imagery of that area.
2 TECHNIQUES.

Because 1t is propoéed that the systen be used as & first stage
data filter, it is important that it can maks use of data that has
undergone the minimum amount of pre-processing. it ig probable that
any satellifte platform for monitoring the earth's surface on an
operational and repetitive basis will return the data to earth as
& digitized picture, and, for this reason, a computer based system
has besn choaen. Other reasons for the use of digitized data are
the.ability to make use both of the spectral information provided by
‘maltispectral scanners without producing colour composite photograrhs,
a slow process when compared with the data acquisition vate, and of the
full dynamic range of ihe sensors, without the degradatlon in

ra&lometrlc fidelity introduced by photographic processing.

o

For this projsct large gemeral purpese compubters (an IEM 370/165 and
apd ICL 1903E) have been used, and ¥he programs have been written
in Fortran IV. WYhile a large computer and a high level programming
language are convenient in the expsrimental stages of a project such as
thig, it seems likely that a smaller special purpose machine, perhaps with
some special bandware functions, or with some analogue processing, could

be more efficient for an operational sysienm.



The first stage in the analysiz of %he imagery is generalisatioh of
the data to a scale approgrizte for a ragionsgl sﬁfVEy. Each ERTS frame
conteins 7 x 107 ricture pointz for the.four M35 Runds, wviereas a regional
map at a scale of, say, 1:1061could ahow 102 - 103 independent data points
in an equivalent area. The second_étage iz the recognition step vhere
the data is compared wiéh that for previous passes over the area, and-
eignificant changes are identified. Note that these two steps in most
;fher computer based systems for analysing remotely sensed data, are
performed in the reverse order. Tor example, classification into surface
types is uéually dene using the speciral signature for each picture point,
and generelization to large areas (individual fislds) is only made
when the claésification reaults ere displayed. It ils hoped that by
sultable choi¢é_of the erea over which this iniflal gemsralizstion is
nade, it will bé posgible to mask the effects of large changes taking
place in a snsll area, and so obtain & systeﬁ which is sensitivc only
to changes which are significant on & larger scale. For experimental.
purposes, Unit Test Areas (UTA's) which are square, with 50 ki gides,

_héve been chosen.

The simplest possible form of generalizatiﬁn is o reduce the data
.for each UTA %0 a single number for eath spectral bard, thiz number could
be the mean radiance, in which case the generalization is equivalent to
reducing the rescolution of the sensor to malech the UT4, or it could be
some moTe complex parametsr; For most{ purposes, this would be to drastic .

é reduction in the information content of the'data, although this lewvel of
generalization could ﬁassibly be used fo recognise areas with a high degréa

of cloud cover.



Compaxrison 6f the histograms cen be done visually or by mesans of
statistical tests. In the latter case the Chi-squared and Holmogorov

Smirnov tests have been used.

3. FRELIMINARY RESULTo

In the previcus mecticng the aimz and lines of investigatiom of
the project have bheen outlined. Regrettably 1t is =2till %0 early in
the . experiment to say how effective this technique will be, and in
the remainder of this paper some eerly r?sults and problems will be
discussedf

The are& which has been chosen a3 s test site is covered by one
ERTS freme, and -is shown m; Figure 1, The area covers part of e Central
Valley in California.and extends az far as the coastal ranges in the
south-west. 4 large area of the Siefra Nevada range is included on the
gzatern side of the frame. Digital data on computer compatible tapes
bas been obtained for two suéceSSive passes over the ares iﬁ later summer
1972 =and 5 thirdset of dats has been obtained for spring 1973. In
addition e second test erea in central Englend was selected, bub repetitic:
coverage is net yet available for this area. _

Cne essantial requirement of the technique is that the gray scale
distributicn in unchahged areas ig sufficiently repeatable for éhanges
©in other areas to be recognised. Figure 2 shows the nistograns for all
four bands for a UTA coptaining predominantly agricultural lend in the
Central Valley., The only changss visible on thotographic prints of the
imagery relate t6 a few flelds which together make up-1 per cent.or-less
of the UT4. The hisﬁdgr&ms have a gsimilar shape for both scenas lOBSm
;8114 and 10R6-1R114, put there iz a sméll shift to lower grey seals |

' . ’ i .
values for all bLands for the lsater pass., This shift can be accounted



for by the decrease in soiar irradiaence ssscciated with the decreage in
solar el&vatiﬁno Table 1 shows that the ratios of meen radiances is
4 comparéble with the ratio of the sine of the elevation angle.

Although there is very good agreement between the large scale
structure of the histograms, particﬁlar for band 7, there are many
spsller featwres vhich are not duplicated. The histograms for bands
"4; 5 and 6 tend to be "spikey", and even in the band 7 histogram
there is & small spike near the reak of the distribution. These
gpikes are not reél structure in fhe gray scale frequency distribution,
‘ﬁut eriginate from the napping of the sensor gray scale with its
64 values to the CCT gray scale which has 128‘1evéls'for bands 4, 5
and 6, and 64 levels for band 7. Becauaerof the non-linear transfer
funetion and expanded CCT gray scale for bands 4, 5 and 6, and
because of the:ﬁdiometric corrections applied to all bands auring the
transfor, there is not a one-to-ons mﬁpping of sensoy gray levels
to CCT gray levels. This is illustrated by Figure 3 which gives the
gray scale frequency distributions for successive groups of sixz scan
lines dowm & striﬁ one quarier of the image in'width; The features to
e noted areAthﬁ blank coluvmns corresponding'to 2 gray scale levels for this
band 5 dats which continue through the distribution for several successive
linas, The cslibration yrocess changes the mapring from sensor levels
fa tape levels as the sensitivity of the sensor changes, and over a
sufficiently large number of lines this tends to smooth the frequency
distribution .  Alternately, the histograms may be swoothed, by use of-
a suitable weighting function, to give avout 52 independent gray levels,
However the suoothing function for bends 4, 5 and 6 is dependent on the
actusl gray level and resulis in & non-linear relaticnship beiwsen fape
gray scaie ant redience. The efflect of the non-linearity is te weight

changes in low reflectance surface cover more heavily than changss in



the ﬁpper half of the radiance scale.

One part of the couputer system which has been extensively tested
is the segment wha.ch aligas the digital data relative to the UTA, Tim
confidence that can be. placed in changes in surface reflectance detected
by this system devends on the accuraé:y of this a‘iignmeﬁt, Yor example
with 50 km sguare UTA's & r.i.S. poaitional error of 1 km places
a lmrer limit on the fraction of the erea for which chahges can be
reliably detected, of abcsu,{: 5% of the t“otal aras of the WA. The
yroposed computer systém uses the latitude and longitude grid information
in the axmotatioﬁ record of .the CCT to convert the coordinates of the
- corners of the UTA to taps coordinastes {scan line, picture element).

The pre~launch estimate of the accuracy of this conversion was about
‘500 metres r.m.s. for the three scenes for which tests have been mads,
the errors are in the range 5-10 im. Bﬁgoé shoﬁs the positicns found
for the dam of Homey Lake, Californis, from the annotation data for
scenes 1038-18114 and 1056-18114. This error is sufficiently large

to obscure any changes involving less than cbout one guarter of the
ares of the UTA, énd 80, for most purposes, is large enough to prevent
this monitoring techniqus working.

The UT4A couwld of éou:rse be more accurately positioned relative to
the digital data by use of several control points on the ground, but this
‘has the diéadvmtage that, for an operational system working on a world

wide scale, the nurber of contrel peints would spon become vnmanageable .7‘5‘
The ideal solution for an operational satellite platform would be improved
attifude end. pesiticn information and control, but this mié*h‘t be

technically not feasible. One alternsiive method, which is being tested,

N



is to align one image vith the growund by manual methods, and‘then to use
~this priméry imgge 23 a correlation mask for successive pasges,

ks @ final exomple of the sort of difficulties that need to be overcome
hefare the computer system can be used operationally, Figure 5 shows the
effacts of clouds ané cloud shadow n the grey scale distribution. 7The
histogrems are for the same part of the Sierra Hevads range, but in one
cege the area ie partially cloud covered. This produces a sharp peak at
high radiance, as expected, but in additim the cloud shadow, and structure
within the cloud, are sufficient to make the remainder of the histograms
totally differanto- The implicaziicn of this dis that changes in the cloud
free area could only be detected if some spatial informstion is used to
renove the whole'cloﬁd affected area from both imagess before preparing

the histograms.
4 CONCLUSIORE

The results presented above have tended to emphaoize the difficulties
thét have been met in developing the compﬁterized systen, and have given
a rather negative outlook on the usefulness of tle technigue. At this
atage however, there is still much develdpmant required; and no tests of
the effectivenses of the system will be posaible before difficulties such
&3 those described above have been solvad. UCther work proceeding in
parallel wiﬁh that described hére, does however, give sone indication that
using the g?éy scale histogrems as a method of generaliz@ng the data is a
satisfactory solution. In particwlar, it seems possible to use t&e
histegrams alqne ag o means of aividing the image into surface types

uging starnderd procedures.
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